








grocery =['milk','butter','yogurt','rice’]
How many different pairs (2) of items you can build?

Association Rule Mining



consider 100, 200, 300, and 400 are the unique identifiers of the four
transactions: A = sugar, B = bread, C = coffee, D = milk, and E = cake.

The first step is to count the 
frequencies of k-itemsets

The second step is to generate all the association rules 
from the frequent itemsets.

Association rules with 1-item consequences from 3-itemsets

Association rules with 2-item consequences from 3-itemsets

Association rules frequent 2-itemsets

Support(X) = (Number of transactions containing X) / (Total number of transactions)
Confidence(X →Y) = (Number of transactions containing X and Y) / (Number of txn. containing X)

We can apply the support-confidence model to the potential association rule tea → coffee The support for this rule is 20%, which is fairly high. The confidence is the conditional probability that a customer buys coffee, given that he/she buys tea, i.e., P[tea AND coffee]/P[tea]=20/25=0.8, or 80%, which is also fairly high.  Hence, the rule tea→ coffee is a valid rule.



Numerical Precision and Stability Analysis

Stability is property of implementation of the system 







Inferential Statistics

10 Samples of n=11 Height Measurements from XYZ University. 

Sampling Distribution is a 
probability distribution of a 
statistic obtained from a larger 
number of samples drawn 
from a specific population





https://www.youtube.com/watch?v=TqOeMYtOc1w





Transaction Management

• Active − In this state, the transaction is being executed. 
This is the initial state of every transaction.

• Partially Committed − When a transaction executes its 
final operation, it is said to be in a partially committed 
state.

• Failed − A transaction is said to be in a failed state if any 
of the checks made by the database recovery system 
fails. A failed transaction can no longer proceed further.

• Aborted − If any of the checks fails and the transaction 
has reached a failed state, then the recovery manager 
rolls back all its write operations on the database to bring 
the database back to its original state where it was prior 
to the execution of the transaction. Transactions in this 
state are called aborted. The database recovery module 
can select one of the two operations after a transaction 
aborts −
◦ Re-start the transaction
◦ Kill the transaction

• Committed − If a transaction executes all its operations 
successfully, it is said to be committed. All its effects are 
now permanently established on the database system.



λ1 · λ2 ···λn = det(A)
sum λi  = tr (A)

Stochastic Process / Markov Matrix



A Markov chain is a mathematical process that transitions from one state to another within a finite 
number of possible states

Cf: Steven J. Leon - Linear Algebra with Applications-Pearson (2014) ch6 pp.315-325



Simple Linear Regression





OLS & Multiple Linear Regression





Hypothesis testing or significance testing is a method for testing a claim or hypothesis about a parameter in a population, 
using data measured in a sample. 

Hypothesis Testing

Step 1: State the hypotheses. The null hypothesis (H0), stated as the null, is a statement about a population parameter, 
such as the population mean, that is assumed to be true. The null hypothesis is a starting point. We will test whether the 
value stated in the null hypothesis is likely to be true. Remember, only reason we are testing the null hypothesis is 
because we think it is wrong. An alternative hypothesis (H1) is a statement that directly contradicts a null hypothesis by 
stating that that the actual value of a population parameter is less than, greater than, or not equal to the value stated in the 
null hypothesis.

Step 2: Set the criteria for a decision. To set the criteria for a decision, we state the level of significance for a test. Level 
of significance, or significance level, refers to a criterion of judgment upon which a decision is made regarding the value 
stated in a null hypothesis. The criterion is based on the probability of obtaining a statistic measured in a sample if the 
value stated in the null hypothesis were true. In experimental science, the criterion or level of significance is typically set 
at 5%. When the probability of obtaining a sample mean is less than 5% if the null hypothesis were true, then we reject 
the value stated in the null hypothesis. 

Step 3: Compute the test statistic. The test statistic is a mathematical formula that allows researchers to determine the 
likelihood of obtaining sample outcomes if the null hypothesis were true. The value of the test statistic is used to make a 
decision regarding the null hypothesis. 

Step 4: Make a decision. We use the value of the test statistic to make a decision about the null hypothesis. The decision 
is based on the probability of obtaining a sample mean, given that the value stated in the null hypothesis is true. 

• If the probability of obtaining a sample mean is less than 5% when the null hypothesis is true, then the decision is to 
reject the null hypothesis. 

• If the probability of obtaining a sample mean is greater than 5% when the null hypothesis is true, then the decision is 
to retain the null hypothesis. 

The p-value is the probability of obtaining test results at least as extreme as the result actually observed, under the assumption 
that the null hypothesis is correct.

Decisions are made about the null hypothesis. Using the courtroom analogy, a judge decides whether a defendant is guilty or 
not guilty. The judge does not make a decision of guilty or innocent because the defendant is assumed to be innocent. All 
evidence presented in a trial is to show that a defendant is guilty. The evidence either shows guilt (decision: guilty) or does not 
(decision: not guilty). In a similar way, the null hypothesis is assumed to be correct. A researcher conducts a study showing 
evidence that this assumption is unlikely (we reject the null hypothesis) or fails to do so (we retain the null hypothesis). 



cf: https://analystprep.com/cfa-level-1-exam/quantitative-methods/hypothesis-testing-in-regression-analysis/



QR Decomposition for beta estimation



Maximum Likelihood Estimation





Properties of Estimator:



Derivation of Logistic Regression







Clustering





Dimensionality Reduction

PCA is dimensionality Reduction Technique. 
The PCAs of your data are the eigenvectors of your data’s covariance matrix










